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Abstract-- Edge computing is one of the latest blooming 

technologies in recent years. There are alot of real-life 

applications being processed through this technology. The 

problems caused by centralized cloud computing have given way 

to a possible solution by edge computing. In this paper, we made 

a survey on potential development of edge computing which 

include decrease in latency, increase of bandwidth consumption, 

improved privacy and security. This research also looks at the 

limitations of edge computing, including the necessity for 

effective data management techniques and the availability of 

constrained computing resources. This article also gives us 

overview of the architecture, applications, and framework of 

edge computing. To overcome the difficulties and fully reap the 

rewards of this technology, this study emphasizes the need for 

ongoing research and development in the area of edge computing. 

 
Index Terms-- Bandwidth, Cloud computing, Edge computing, 

Latency, Real-time analysis, Round-trip time 

I.  INTRODUCTION 

Edge computing [1] is a distributed information technology 

architecture that replaces computing resources from clouds 

and data centers as close to the originating center as possible. 

The focus of edge computing is to minimize the latency, 

bandwidth of consumption, and round trip time. Edge 

computing, in simple terms, is the practice of shifting fewer 

processes from the cloud to local locations, such as a user's 

PC, an IoT device, or an edge server[2]. When computation is 

shifted to the edge of the network, the amount of distance 

communication needed between a client and server decreases, 

resulting in a shorter round trip time when requesting data and 

a greater level of job efficiency. 

II.  FEATURES OF EDGE COMPUTING 

A.  Privacy and security 

The scattered nature of this paradigm leads to a change in 

the security concepts for cloud computing. With edge 

computing, data may transit between numerous distant nodes 

linked by the Internet, necessitating specialized encryption 

methods separate from the cloud. It is also vital to move away  
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from top-down, centralized infrastructure and towards a 

decentralized trust model. On the other hand, it is possible to 

minimize the transfer of sensitive data to the cloud by storing 

and processing data locally, boosting privacy[2]. The user 

must disclose their location at the specified time to access the 

services. However, because Land Customs Stations can use to 

acquire this sensitive personal data. Furthermore, many of the 

programs we use every day gather and maintain geo-location 

data, often without our knowledge. Decision-making assigning 

tasks to the most appropriate resources to boost performance 

and make it more scalable. 

 
                Fig. 1. V2X technology for various communication types 
 

 
                               Fig: 2  safety message format. 

B.   Scalability 

With a distributed network,many scalability problems 

[3]with a dispersed network need to be overcome. It must first 

consider the heterogeneity of the devices, which have varying 

performance and energy limits, as well as the highly dynamic 

environment and the reliability of the connections, in contrast 

to the more resilient architecture of cloud data centers. 

Security restrictions could make node communications take 

longer, which might prevent expansion. By allocating the least 

amount of edge resources to each task that is offloaded, the 

present scheduling strategy increases the effective use of edge 

resources while growing the edge server. Tools for monitoring 

[5-8] and utility brokerage services incorporate a variety of 

strategies to make this possible in both tightly and loosely 

constrained contexts. 
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 C.  Dependability 

The ability of a system to offer services that can 

fundamentally be trusted is known as system dependability. In 

order to carry out safety with critical operations, the system 

can also stop failures that are more frequent or severe, as well 

as outages that last longer than what is acceptable to the user 

[3].  To maintain service, failover management is essential. A 

service must be available to users without any disruptions of 

any kind. Furthermore, edge computing systems must provide 

means of recovering from failures and alerting users to issues. 

Each device must maintain the distributed system's overall 

network architecture for error detection and recoveryUsing 

real-time monitoring [9]. The issue of collision accidents 

involving cranes and stationary objects was addressed by Ren 

et al. [10], who worked to minimize these incidents. A real-

time anti-collision system that issues collision warnings and 

enacts suitable safety measures is their suggested solution. The 

authors of [11] and [12] proposed different methods for 

improving safety at construction sites by avoiding collisions 

between equipment and pedestrians as well. Radio-Frequency 

Identification (RFID) tags, an interface, a communication 

protocol, and alerting devices support its solution. Jegen-

Perrin et al. [13] proposed a technique for calculating the 

working area and utilizing RFID sensors to prevent probable 

collision situations. It suggests using a camera and screen 

system along with a means to increase driver’s visibility on 

real-time video monitoring to prevent plant-pedestrian 

accidents. The requirements for all these applications are time-

sensitive. 

D.  Processing Speed 

Edge computing can improve an application's 

responsiveness and throughput by providing analytical 

processing capabilities close to the end users and so 

reducing round trip time. A properly built edge platform 

would perform far better than a traditional cloud-based 

solution. Edge computing is a far more practical choice 

than cloud computing for applications that demand 

immediate responses. 
Edge computing allows for such distribution of 

application components over a range of computing 

resources [29], including network edge nodes and cloud 

data centres. The positioning of this application has a big 

impact on crucial metrics like latency and resource use 

[14-15]. As a result, application location is a major 

optimization issue. Continuous optimization of application 

placement is crucial. The most recent approaches for 

dynamically re-optimizing edge application placement 

[16] often rely on a centralized entity to gather data from 

the entire infrastructure and make decisions based on it. 
 

E.  User Efficiency 

Complex analytical tools and Artificial Intelligence tools 

can work at the edge of the system since the analytical tools 

are close to the users. This edge positioning benefits the 

system and increases operational effectiveness. The following 

illustration shows how efficiency gains are produced when 

edge computing is used and gives some of the solutions [17] 

for edge-oriented device computing. We can understand the 

operational effectiveness in three major parts  

F.  Solutions for Conventional Intelligent Access Control 

Systems 

The existing access control system, which usually uses 

digital IC cards, fingerprint recognition, password recognition, 

as well as other tools, has several faults, which include 

minimum security, hard maintenance, network bottlenecks, 

and inadequate integration. Intelligent access control is a 

crucial part of meeting the demands of security automation in 

intelligent buildings. A system that verifies the mobile smart 

interface and access control scheme using a quasi-sequence 

encryption approach was created in 2014 by a team led by 

Prof. Y Su[18] This system allows the mobile smart interface 

to control the access control system. Unfortunately, given the 

technological limitations of the GSM network itself, 

particularly in the present day, a workable solution for huge 

data transport is difficult to develop.Internet of Vehicles(IoV) 

can benefit from the integration of blockchain and Edge 

Computing's collaborative management of communications 

and computing resources [19-22], data exchange and 

management for automated driving [23-25], and collaboration 

identity verification during consensus procedure. Effective 

vehicle communications include [26-32], etc. IBEC is 

primarily used in Smart Grid to create the price and 

framework for commodities trading [33-36], and to ensure 

trade security [37-39]. The Industrial Internet of Things 

(IIoT), smart healthcare, edge intelligence, and artificial 

intelligence are further IoT situations that the IBEC can help. 

[40-45], and (AI) supply chain[45-50]. 

G.  Existing Edge-Based Solutions 

A strong foundation for creating intelligent cities is 

provided by numerous sensors and widespread wireless 

connections, especially as the Internet of Things age 

approaches and wireless connectivity proliferates. The cloud 

computing model of centralized processing and urban uplink 

bandwidth will be severely challenged by the massive volume 

of data generated by smart cities[51]. The Internet of Things 

(IoT) amount of data will be processed at the network's edge. 

More than 40 zeta bytes of data are produced globally as a 

whole. As a result, smart cities also adopt the edge-oriented 

devices computing methodUnits 

H.  Low-Cost Computing 

In contrast to all the prior approaches, this method gives us 

an idea about a low-cost edge computing framework[49] for 

universal environments. Cell phones commonly accompany 

the operated object in modern culture, thus for this system, we 

chose to build the APP on smartphones and use them as the 

main servers of the edge service system. The purpose for and 

study into installing AI algorithms at the network's edge are 

the main topics of Reference [52]. Authors of  [53] provided a 

survey of the most recent ML developments in mobile EC, 

which also cover the evolution of the 5G network, mobility 

modeling, power efficiency and security. Research work [54] 

examines the use of Deep Learning in EC and focuses on 
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 using DL to support the growth of applications[55], such as 

smart entertainment, smart transportation, smart cities, and 

smart industrial. 

III.  EDGE COMPUTING WITH ARTIFICIAL INTELLIGENCE 

Recent studies on merging Artificial Intelligence and Edge 

Computing can be loosely separated into two areas, which 

perfectly demonstrate their mutual benefits.New evaluations 

that are related to the fields of edge computing and AI-based 

research have been published. The focus of the Reference [56-

57] is the research towards the installation of AI algorithms at 

the network edge. A review of the most recent Machine 

Learning advancements in mobile Edge Computing can be 

found in Reference [58-59], which also discusses how the 5G 

network has evolved, mobility modeling, security, and power 

efficiency. Survey work [59-60] examines deep learning usage 

in edge computing and its focus to use Deep Learning to 

support the development of edge applications, such as 

multimedia having more intelligence, intelligent 

transportation, intelligent cities, and intelligent industrial. 

Reference [55] in-depth described how to create an 

architecture for communication, computational capacity, and 

the consumption huge energy are the limitations to obtain the 

optimum performance of deep learning training and reasoning. 

However, past assessments rarely address the favorable 

interaction among artificial intelligence and edge computing 

(particularly classical Ml, DL). Various ML algorithms, like 

RL and DRL, are also considered in addition to the Deep 

Learning approaches covered in References [54,55,59,61].  

IV.  APPLICATIONS OF EDGE COMPUTING 

A wide range of products, services, and applications can 

incorporate edge computing. Many options include: 

A.  Monitoring security systems 

Running code in local networks is much faster than running 

them in cloud services. The distributed environment of Edge 

computing also brings new security problems, such as 

distributed denial of service (DDoS) attacks and jamming 

attacks that cause illegal distribution of distributed system 

resources [62-63]. 

B.  Smart Manufacturing 

In smart vehicles, the reaction time is very important. 

Faster reaction time makes better vehicles and reduces 

accidental probabilities. Energy usage in Internet of 

Vehicles(IoV) is a significant barrier to its progress[70]. The 

studies described above, however, do not take into account 

energy usage while choosing the best offloading strategies[72-

73]. To reduce energy usage in Internet of vehicles, Yang et 

al. [71] proposed a hybrid optimization problem involving 

power control, user association, and resource allocation. 

C.  Advanced medical monitoring system 

In the case of medical monitoring devices [74] the 

decisions must be taken very immediately without waiting to 

hear from the cloud. The code is executed on a content 

delivery network edge network to efficiently deliver content to 

users.A system for diagnosing and treating vocal disorders is 

proposed by Muhammad et al. [75-76]. Before being 

transferred to the cloud, thesystem's sound data is first 

analyzed by edge devices. The system is responsible for 

setting up the CNN model on the edge server. This allows the 

edge side to detect and classify voice disorders. This solution 

effectively relieves the strain on network capacity and has 

lower latency than the way without EC architecture in 

Reference [77]. The treatment strategy is still determined by a 

human specialist who receives the diagnosis via this system. 

D.  5G-and-beyond networks 

We’ve seen the accelerated development in the field of 5G 

technology, the increase in computing power of smartphones, 

as well as the widespread adoption of various smart objects by 

users in recent years. Mobile edge caching, that also lessens 

traffic and delays in content delivery, is the practice of caching 

on mobile edge servers [82]. Let's say that numerous users 

request access to content at various times. At that time, the 

continuous broadcast of this well-liked content results in a 

significant volume of network traffic[83-86]. 

 

V.  MARKET STUDY AND TRENDS ANALYSIS 

Due to the growing adoption of loT sensors and 

components across a variety of end-user applications, edge 

computing hardware maintained a 50% market share in 

Canada in 2021. Edge computing gear is used to lessen the 

load on cloud and data centers as a result of the volume of data 

being generated.In 2021, major enterprises held a market share 

of 80% in China, [87]mostly as a result of the increasing 

adoption of public cloud computing services by large 

enterprises. 

The valuation is substantially bigger and other research 

firms also forecast significant increase.From 2022 to 2030, the 

global edge computing industry is predicted to grow at a 

CAGR of 38.9%, according to Grand View Research[88] like, 

 According to Precedence Research, the global market for 

edge computing would top $116.5 billion by 2030 and 

reach $51.2 billion in 2023. 

 According to the "2022 Global Edge Computing Market 

report," the market will reach $90 billion by 2030, in part 

due to increased edge AI capability document. 

 

 
            Fig. 3. Edge Computing Market By Grand View Research 
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 VI.  CONCLUSION 

In summary, this survey article has offered a thorough 

summary of the advantages and disadvantages of edge 

computing, as well as recent research in the area. This study 

has illustrated the potential for this technology to transform 

computing and enhance a wide range of applications, from IoT 

to AI, by analyzing the growth and concept of edge 

computing. As a result, this study will be a useful resource for 

academics, engineers, and practitioners who want to monitor 

the development of edge computing and take advantage of its 

potential to solve practical problems. Others can find a wide 

range of options and keep exploring the limits of edge 

computing with the knowledge and insights supplied by this 

survey. 
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