
AMERICAN JOURNAL OF ADVANCED COMPUTING 

Volume 2, Issue 2 

https:// doi.org/10.15864/ajac.22012 

1 

ISSN NUMBER (ONLINE) – 2368-1209 & (PRINT) – 2691-5944 

 

 

 

Abstract--This research introduces a novel approach towards 

deciphering and understanding medical prescriptions by 

employing Handwritten Character Recognition (HCR) and 

Recurrent Neural Networks (RNN). Our method offers an 

innovative solution to the longstanding problem of interpreting 

physicians’ handwritten notes, shorthand, symbols, and 

abbreviations in prescriptions, thereby minimizing medication 

errors due to misinterpretation. The study presents a two-step 

process that initially uses image processing techniques for 

enhancing the quality of prescription images, and subsequently 

applies an RNN-based model to recognize and interpret both 

handwritten and printed text. A potential application strategy 

involves the development and release of an open-source platform 

with an initial version of the model, which is further fine-tuned 

using real-world user data. The upgraded licensed version could 

include value-added features such as medicine availability 

checks, personalized dosage recommendations, and incentives for 

medicine purchase. The proposed system targets a wide range of 

users, primarily patients and pharmacists, with the possibility of 

incorporating personalized medicine suggestions based on 

customer medical histories and local medicine store inventory 

information. 

 
Index Terms--Doctor’s Prescription; Image Processing; 

Recurrent neural network (RNN). 

 

 

I.  INTRODUCTION 

ach person can express their thoughts on paper in a 

distinctive way thanks to the skill of handwriting. It could 

vary considerably from person to person. A doctor's 

prescription is a medical document that he or she writes to 

give the patient the medication they need in accordance with 

the illness or injury they have been dealing with. Prescriptions 

serve as a record of the drugs that a patient has been given or 

that are suggested. Due to their busy schedules, doctors often 

prioritize quick appointment scheduling and accurate 

diagnosis over legible prescriptions. As a result, their 

handwriting tends to be poor and difficult to read. As a result, 

making it is challenging to read prescriptions and identify the 
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medications and potential dosages. According to a recent 

study by JohnsHopkins, more than 250,000 people in the 

United States die every year because of medical mistakes, 

making it the third leading cause of death after heart disease 

and cancer. 

Other studies claim the number is as high as 440,000. The 

reason for the discrepancy is that physicians, funeral directors, 

coroners, and medical examiners rarely note on death 

certificates the human errors and system failures involved. The 

process of prescription recognition using an RNN typically 

involves several steps. First, the prescription image is 

preprocessed to remove noise and enhance the contrast of the 

handwriting. Then, the RNN is applied to the preprocessed 

image, segmenting the prescription into individual characters 

or words. Finally, the recognized characters or words are 

compared to a database of known drugs to identify the correct 

medication. The name of the medication, its dosage, and its 

recommended length of use are all included in a prescription. 

Standard medical terms and abbreviations are used when a 

doctor writes a prescription.  It's quite difficult to read and 

comprehend for someone without any prior medical expertise 

or training. As a result, patients buy prescription drugs blindly 

without considering if the adverse effects will be acceptable to 

them or uncomfortable and harmful. Nowadays many doctors 

write digital prescriptions. Having trouble reading doctors' 

handwritten prescriptions is a barrier to receiving high-quality 

medical care. These prescriptions can be difficult to 

understand and frequently have detrimental medical effects 

like erroneous medication selection, dose errors, and even 

fatalities. Because of the doctor's illegible handwriting, the 

pharmacist accidentally gave the patient, a 42-year-old 

American, 20 mg Plendil instead of 20 mg Isordil, twice the 

safe daily dose (for the wrong medication). The physician, a 

cardiologist, testified in court and was ordered to make 

restitution to the victim's family. 

II.  PREVIOUS STUDY 

The following table depicts a few related papers, their 

methods, and their accuracies. 

 

 

Previous study AI Methods Accuracy 

Achkar et al. 

(Achkar,2019) 

CRNN  95% 

Improved RNN-based System for Deciphering 

Doctors' Handwritten Prescriptions 
A. Maiti, A. Podder, C. Dutta, and D. Saha 

E 
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 Hassan et al. 

(Hassan,2021) 

CNN 70% 

Fajardo et al. 

(Fajardo,2019) 

CRNN 72% 

Carchiolo et al. 

(Carchiolo,2017) 

FCN 93-95% 

Tabassum et 

al.(Tabassum,2019) 

Bidirectional 

LSTM 

andSRP 

89.5% 

Dhande et al. 

(Dhande,2022) 

SVM 85% 

Table 1. Different methods and results obtained from the 

previous study 

 

By using Recurrent neural network (RNN) techniques, we can 

automate the recognition and extraction of relevant 

prescription information, such as the name and dosage of 

medications, patient information, and treatment instructions. 

This can save time and improve the accuracy of prescription 

processing, reducing the risk of errors that can occur with 

manual data entry. A Recurrent neural network (RNN) model 

for prescription recognition can be trained on a large dataset of 

prescription images and documents, enabling it to recognize 

and extract information from a wide range of prescriptions, 

including those with different formats, languages, and 

handwriting styles. 

III.  METHODOLOGY 

This project aims to create a software system that can quickly 

recognize medical prescription pictures or scan them for later 

conversion to digital text using recurrent neural network 

(RNN) and artificial neural network methods for image 

recognition. Word segmentation is used in image processing to 

analyse the OCR data. The system provides customized output 

that is easy to understand for most users, even if they lack 

prior knowledge. This practical project is particularly useful 

for people who take daily medications as directed by their 

doctors and simplifies tasks for users and inexperienced 

pharmacists, enabling them to complete their duties more 

efficiently and accurately. Recurrent Neural Networks (RNNs) 

have shown significant promise in the field of handwriting 

recognition due to their ability to capture the temporal 

dependencies present in sequential data. RNNs are a type of 

neural network that can process sequential data by maintaining 

a hidden state that is updated at each time step. This hidden 

state allows RNNs to capture the context and dependencies 

between each element in a sequence. Therefore, RNNs are 

well-suited for tasks such as handwriting recognition, where 

the spatial and temporal dependencies between the strokes of 

each character must be captured. 

Several studies have explored the use of RNNs for 

handwriting recognition in the medical field. For example, 

researchers have developed RNN-based models to recognize 

the handwriting of medical professionals on patient charts and 

electronic health records. These models can accurately 

recognize medical jargon and abbreviations, which can 

significantly reduce the time required for medical 

documentation. Furthermore, RNN-based models can also be 

used to analyse the patterns in medical professionals’ 

handwriting, which can provide insights into their thought 

processes and decision-making. 

In conclusion, the use of RNNs for handwriting recognition in 

the medical field has shown significant promise. RNN-based 

models can accurately recognize medical jargon and 

abbreviations, capture the temporal dependencies present in 

sequential data, and provide insights into medical 

professionals' thought processes. Therefore, further research in 

this area has the potential to improve the accuracy and 

efficiency of medical documentation and enhance the quality 

of patient care.  

1. Building the Dataset  

To train and test the Recurrent neural network (RNN) model, 

data is an essential part of this system. The data will therefore 

be generated from scratch for samples for which there is no 

previous data. This can be accomplished by physically 

collecting the data and scanning the actual text. The 

recognition model's dependability will increase because we 

can maintain the highest level of accuracy by doing this. 

2. Preprocessing After gathering the data, it will be 

ordered and processed before being used to train the 

model. The model can produce inaccurate results if 

trained on noisy data. Therefore, one must be careful in 

choosing the correct dataset. 

 
Fig. 1. Process of pre-processing images 

 

3. Training the Model  

We must first process the prescription text input before 

using structured data to train the RECURRENT NEURAL 

NETWORK model. Also, we must avoid overtraining the 

model to obtain the best recognition system, as doing so will 



AMERICAN JOURNAL OF ADVANCED COMPUTING 

Volume 2, Issue 2 

https:// doi.org/10.15864/ajac.22012 

3 

ISSN NUMBER (ONLINE) – 2368-1209 & (PRINT) – 2691-5944 

 

 make the model only appropriate for that specific dataset. To 

get around this, we will run the model for 50 epochs, which is 

the recommended amount for training the model to detect the 

information provided. 

 
Fig. 2.Steps of model training 

 

4. Prediction & Optimizing  

To avoid errors, we'll check our predicted medication in the 

medical database. Then, we'll use market basket analysis and 

fuzzy matching to optimize our model post-recognition. Fuzzy 

search is a database searching technique that enables us to 

locate search terms by disregarding typos or other inaccuracies 

in our search term(s). The available medicine database is used 

for this. Market basket analysis uses prior user behavior to 

forecast the products that the user could be interested in. 

Hence, the time needed for name analysis might be cut down 

since the drug names could be acquired more quickly. 

5. Readable Prescription 

This application presents clear text and a brief description 

of recognized medications, making it easy for any user to 

upload an image and get results. Minimizing the CTC loss 

function ensures optimal word prediction. The predicted text is 

amended using a medical data set for a concise overview of 

recommended medication. To test the model in real-world 

scenarios, we evaluated it in a nearby drugstore, successfully 

differentiating between different types of handwritten notes 

from doctors. The program provides efficient recognition and 

distribution of memos and prescriptions, benefiting both 

patients and clients. This self-contained, easy-to-use software 

employs medical data and advanced methods such as market 

basket analysis and fuzzy matching to optimize recognition 

accuracy and enhance the overall user experience. 

 

IV.  RESULTS AND ANALYSIS 

To ensure the accuracy of our model and achieve the best 

results, we trained the model using 50 epochs, which allowed 

it to effectively recognize words without overfitting to the 

training data. We allocated 90% of the data for model training 

and 10% for testing and validation. To maximize word 

prediction, we minimized the CTC loss function. A medical 

dataset was used to refine predicted text from images for clear 

medication summaries. The program provides efficient 

recognition and distribution of prescriptions. To assess the 

model's real-world performance, we tested it in a local 

pharmacy to determine its ability to differentiate various types 

of doctor's handwritten notes. Impressively, our test case 

revealed no significant advantages or errors, demonstrating the 

model's efficiency in recognizing prescriptions and providing 

them to customers. 

The National Academy of Science estimates that at least 1.5 

million people are affected by prescription errors annually, 

often leading to severe health consequences. To address this 

issue, we utilized a Recurrent Neural Network (RNN) 

approach in the Medicine Box and smartphone application, 

which can recognize handwritten medicine names and convert 

them into readable digital text. This prescription recognition 

application simplifies the understanding of doctor's 

handwritten notes, enabling pharmacists to provide the correct 

medication to customers with ease. As a result, we can prevent 

incorrect medicine consumption, wrong dosage suggestions, 

and potentially save lives. 

The Doctor's Prescription Recognition application has 

significant potential for wider adoption. By organizing 

campaigns and workshops with pharmaceutical companies, we 

can demonstrate the efficiency and accuracy of the application 

and address the needs of a broader audience. 

A sample picture of how prescription recognition works in an 

ideal scenario.  

 

 

Medicine name Recognized text and 

probability 

 

"Ativan" 

0.191809^561958313 

 

“Parsacetanol” 

0.13680100660979006 

 

“Pan” 

0.35531681776046753 

 

“Montek” 

0.01042050216346979

1 

 

“Mucinac” 

0.37264949083328247 

 

 

 

V.  DISCUSSION  

In this paper, we have described mostly what is Doctor’s 

prescription recognition, why it is needed, and how we are 

achieving this recognition application using Recurrent neural 

network (RNN). The technique here is to capture the input 

data text, provide the data feed into the model defined, train 

the model with more concurrent data, decrypt the data feed 
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 from the model output and send this data as an output with 

free text. The more accuracy of training data increases the 

performance of the application. By training with large data 

sets, application performance can be improved. As a more 

futuristic solution, we can build this application as an open-

source platform at the start and publish a trial version to use 

by all the stakeholders or customers. Once we come across 

more traffic with this app, the model inside it will be trained 

and will perform with high accuracy by using customer data. 

The more accuracy of training data increases the performance 

of the application. By training with large data sets, application 

performance can be improved. As a more futuristic solution, 

we can build this application as an open-source platform at the 

start and publish a trial version to use by all the stakeholders 

or customers. Once we come across more traffic with this app, 

the model inside it will be trained and will perform with high 

accuracy by using customer data 

VI.  CONCLUSION 

This study presents an in-depth exploration of doctor’s 

prescription recognition, illuminating the necessity for such a 

system and elaborating on the utilization of a Recurrent Neural 

Network (RNN) to achieve this goal. The core process 

encompasses capturing and feeding input text into a specified 

model, training the model using abundant data, decoding the 

model output, and subsequently delivering this data as 

interpretable text. Improvements in training data accuracy 

directly enhances the application's performance, with further 

performance gains achievable through extensive data set 

training. Aiming for a progressive approach, the envisaged 

application could initially be launched as an open-source 

platform, with a trial version available for all stakeholders or 

customers. High-traffic engagement with the application will 

allow the embedded model to learn from a vast pool of 

customer data, consequently enhancing its accuracy. Once the 

model's learning reaches a set threshold, e.g., 98% accuracy, a 

subsequent licensed version of the platform could be 

introduced. This version would feature additional capabilities, 

such as checking the availability of prescribed medication in 

specific stores, suggesting dosages, and providing purchase 

incentives. The target user base primarily includes patients and 

pharmacists. The model's functionality could be further 

enriched by incorporating features that leverage customers' 

medical histories, providing details on previously consumed 

medicines and corresponding ailments. Consequently, in the 

case of recurring diseases, the application could propose 

previously used medications and even provide information 

about current store availability, promoting a highly 

personalized and convenient user experience. 
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