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Abstract--The future of computing is anticipated to be shaped 

by the fusion of DBMS (Database Management Systems) and AI 

(Artificial Intelligence). This union is of utmost importance to 

advance DBMS technology and enable next-generation computing 

Although DBMS and AI systems are well-established technology, 

research, and development into the combination of AI and 

databases is still in its early phases. The availability of vast 

volumes of shared data for knowledge processing, effective data, 

knowledge management, and intelligent data processing is the 

driving force behind this convergence. The Intelligent Database 

Interface (IDI) architecture was developed to protect the 

significant investments made in current databases. Numerous 

well-liked techniques and developments for fusing AI with 

databases have been examined in-depth through extensive study 

and published articles. 

 

Index Terms--AI, DBMS, modern technology, the future of AI, 

AI for computing, IDI. 

 

I. INTRODUCTION 

ver the past 50 years, both database technology 

and artificial intelligence (AI) have been the 

subject of much research. Due to its user-

friendliness, declarative query style, and capacity for 

incorporating complex query optimization methods, databases 

are frequently used in a variety of applications. Recent years 

have seen substantial progress in AI, driven by three main 

elements: an abundance of data, creative algorithms, and 

strong computer resources. There is a chance for win-win 

results when AI and datasets are combined [1], [2]. AI's 

capacity to improve system intelligence is one of its benefits 

(AI4DB). When dealing with the high-performance demands 

of large-scale database instances and diverse applications 

with a large user base, particularly in cloud environments, 

traditional empirical methods for database optimization, such 

as cost estimation, join order selection, knob tweaking, index, 

and view selection, etc., frequently fall short.  
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For instance, deep reinforcement learning can boost the 

accuracy of cost forecasts, while deep learning helps optimize 

database controls. The opposite is also true; database 

technology may improve AI algorithms (DB4AI). Developers 

must create intricate code and go through rigorous model 

training to implement AI in real-world applications. Utilizing 

However, this problem may be solved by utilizing learning- 

based strategies. database technology makes it feasible to 

speed up AI algorithms, lessen the difficulty of using AI 

models, and allow AI functionality within the database itself. 

Consequently, both the DB4AI and AI4DB domains have 

received a lot of attention in recent studies. 

 

II. ARTIFICIAL INTELLIGENCE IN DBMS 

Artificial intelligence (AI) in Database Management 

Systems (DBMS) refers to the use of machine learning 

algorithms and other AI techniques to improve the usability and 

effectiveness of database systems. To produce optimized 

execution plans for upcoming queries, machine learning 

algorithms are employed to assess past data on query execution. 

This is one of the primary uses of AI in DBMS. This has the 

potential to significantly boost the database efficiency and 

query performance. 

 

Fig: 1 Extraction of data to get knowledge for AI 

 
III. DATABASE ARTIFICIAL INTELLIGENCE 

The tuning and upkeep of the database are often handled by 

a database administrator (DBA), which is a traditional 

component of empirical specifications, techniques, and human 

interaction in database design [3], [4]. However, AI technology 

can overcome these constraints by examining a wider design 

space and utilizing heuristics that are more effective than 

human talents in solving challenging issues. The current 

technology may be categorized in the following ways for 

databases. 
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A. Optimization using AI 

Database Configuration A database administrator (DBA) 

must be involved in tone-tune and adapting the database 

settings to various circumstances due to the abundance of 

changeable knobs in a database. However, especially in the 

cloud context, it is hard for DBAs to expand their efforts to 

handle millions of databases. The database community has 

recently accepted the use of learning-based strategies to address 

this difficulty [5], [6], and [7]. These methods allow for the 

automatic adjustment of knobs and the recommendation of the 

best configurations of settings that produce better results than 

manual DBA involvement. The database system can 

autonomously optimize its setup by utilizing learning-based 

methodologies, which eliminates the scalability issues caused 

by human-driven knob tweaking. 

B. Database Optimization 

The database optimizer takes cost and cardinality estimation 

into account while choosing the optimum plans. Traditional 

methods sometimes fail to catch correlations across numerous 

columns or tables, which can result in inaccurate cost estimates. 

Recent ideas have suggested deep learning-based ways to 

overcome this restriction [8], [9]. One such method is 

Cardinality Deep, which successfully correlates data and 

enhances the precision of cost forecasts. The database optimizer 

can better capture complicated relationships by utilizing deep 

learning techniques, which will lead to more accurate cost 

estimates and eventually improved query execution plans. 

C. Database Design 

Traditional databases are frequently created by 

knowledgeable database builders, but their capacity to 

experiment with different design options is constrained. Several 

learning-based self-design solutions have lately surfaced to get 

around this constraint. One such method suggests lowering 

index capacity and increasing indexing effectiveness by using 

educational indicators [10]. Another strategy emphasizes 

understanding data structure building [11], considering that 

various reading systems and devices can need distinct data 

formats that are appropriate for their environments. The notion 

of "The Art of Data Structure Alchemy" [12] recommends the 

development of various data inference engines and the building 

of storage structures with recommendation functions 

notwithstanding the difficulty of designing successful 

applications and optimizing overall data structures. These 

learning-based techniques can help databases improve their 

design process, adapt to various needs, and improve data 

storage architectures. 

D. Database Monitoring 

Database monitoring is essential for gathering read/write 

metrics and tracking a database's performance while it is in use. 

When irregularities like sluggish performance or database 

assaults are discovered, such as latency, CPU/memory 

utilization, and abnormalities, administrators can be informed. 

Traditional monitoring methods, on the other hand, place a 

great deal of reliance on database administrators to carry out 

these monitoring chores, which may result in inefficiencies and 

insufficient reporting of database issues and activities. There 

have been suggestions made to improve database monitoring by 

utilizing techniques based on [40], [62], and machine learning 

to solve these issues. These methods seek to increase the 

efficiency and thoroughness of the monitoring process by 

utilizing machine learning algorithms to ascertain the best time 

and strategy for monitoring the database. Through the use of 

machine learning techniques, database monitoring may be 

automated and improved. Administrators can get more precise 

information about the database's performance and potential 

problems. 

E. Database Security 

When it comes to automatically discovering possible 

security aws, traditional database security techniques like 

auditing and data masking based on established criteria 

sometimes fall short. AI-based algorithms are used for a 

variety of security activities, including the ending of sensitive 

material, the detection of anomalies, the enforcement of access 

controls, the defense against SQL injection attacks, and more 

[13–16]. 

(I) Sensitive data discovery uses machine learning techniques 

to automatically identify sensitive data. (II) Finding security 

risks and possible vulnerabilities in databases is the focus of 

vulnerability discovery. (III) Mechanisms for access control 

are used to stop data leakage and unauthorized access. (IV) To 

identify and counteract SQL injection attacks, deep learning 

techniques are used in conjunction with user behavior 

research. These security procedures may be automated and 

improved with the use of AI algorithms, allowing the system 

to proactively identify sensitive data, spot abnormalities, 

enforce access rules, and guard against security breaches like 

SQL injection attacks. By utilizing AI-based techniques, 

databases' overall security is enhanced, and sensitive data is 

protected. 
 

 
 

Fig: 2 Overview of Database meet Artificial Intelligence 

IV. DATABASE FOR ARTIFICIAL INTELLIGENCE 

Although AI systems are used in many different fields,their 

adoption is not as ubiquitous as that of DBMS. However, 

despite difficulties like limited repeatability and complicated 
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user interfaces, AI has the potential to solve many real-world 

issues. Database technology can significantly contribute to 

addressing these challenges since it makes it easier to use AI. 

The obstacles to implementing AI may be eliminated by 

incorporating AI capabilities into DBMS. The integration of 

AI with database technology can improve the usability an 

accessibility of AI systems, increasing their usefulness and 

scope of application. 

 

A. Standard Query Framework 

Generally regarded as a reasonable language, SQL is widely 

accepted and used in database systems. In contrast to other 

cutting-edge machine learning languages, SQL does have limits 

when it comes to implementing more complex processing 

methods, such as iterative operations. Fortunately, AI models 

may be supported by modifying and expanding SQL [17]. It is 

possible to work on creating frameworks and tools that make it 

simple to integrate AI models into SQL. The language may 

become more flexible and potent in handling sophisticated 

analytics and machine learning workloads by extending SQL 

statements to accommodate AI models [18]. With the help of 

these modifications and tools, developers and data 

professionals will be able to seamlessly and easily make use of 

the advantages of both AI and SQL. 

 

B. Data Governance 

Machine learning systems must guarantee data integrity. 

Data integration, data labeling, data lineage, data cleaning, and 

data discovery are just a few of the activities that are covered 

by data governance, which is important in preserving the 

quality of data. (I) Data discovery is essential for efficiently 

locating pertinent data from enormous volumes of data from 

many sources [19]. (II) To resolve faulty or inconsistent data, 

which can negatively impact the performance of training 

models, data cleansing is required. Techniques for data cleaning 

and integration can be used to x inaccurate data and merge 

information from many sources [20]. Large amounts of training 

data for machine learning algorithms may be annotated by using 

crowdsourcing and subject matter experts. To make the most 

use of human resources for efficient data labeling, existing 

expertise, and knowledge bases can be used [21] [22]. (III) Data 

lineage is crucial for ensuring that machine learning models are 

operating correctly. The relationship between input and output 

data may be recorded using database technologies like joins and 

graph modeling, allowing the verification of data's anterior and 

posterior linkages [23], [24]. Data governance practices and 

integrity are essential for machine learning systems. To 

guarantee accurate and dependable training and performance of 

machine learning models, it encompasses activities including 

data discovery, data purification, data labeling, and establishing 

data lineage. 

 

 

 

C. Model Training 

Good machine learning models must carefully take several 

aspects into account when being trained. Model training is time- 

consuming and difficult a job that requires maintaining models, 

controlling features, using hardware acceleration, and choosing 

the best model. (I) Picking the best characteristics from a large 

pool of available possibilities is a crucial stage that includes 

evaluation. Although this procedure can be time-consuming, 

techniques like batching and materialization [25] have been 

suggested to successfully handle this difficulty. (II) Model 

selection seeks to choose the best model and attribute values 

from a wide range of available possibilities. Several 

parallelprocessing strategies have been proposed to speed up 

this procedure. Task parallelism, bulk synchronous parallelism, 

parameter web services, and model halt parallelism are a few 

examples [26, 27, 28, and 29]. Using these strategies can 

decrease the time and complexity involved in feature selection 

and model selection This makes it possible to train models more 

quickly and effectively, which results in the creation of machine 

learning models of the highest caliber. 

D. Model Inference 

In-database optimization methods are essential for drawing 

inferences about the effectiveness of trained models during 

model inference. These methods involve operator selection, 

operator support, and execution speedup. (I) Operator 

Support: Machine learning and AI models frequently include 

several operators, including scalars and tensors, each of which 

has a different optimization task. Various in-database 

strategies have been suggested to facilitate the effective 

execution of AI operators. To properly manage various types 

of operators inside the database system, for instance, scalar 

operations [30], tensor operations [31], and tensor divisions 

have been created. (II) Operator Selection: Performance might 

vary greatly depending on which physical model is used to 

translate the same machine learning model. Estimating the 

number of resources needed is crucial, as is 

carefullycontrolling operator use and scheduling. Database 

operators may be used toestimate resource requirements and 

choose the best operators [31].Model inference may be 

improved in terms of performance and resource use byusing 

in-database optimization approaches, such as supporting 

several typesof operators and choosing the most effective 

operators. Improved inferencecapabilities result from these 

approaches' efficient execution of trainedmodels within the 

database environment. 
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V. CONCLUSION 

Modern-day applications Modern applications have been 

significantly impacted by the combination of database 

management systems (DBMS) and artificial intelligence (AI). 

The development of intelligent, effective, and precise systems 

capable of real-time data analysis, individualized suggestions, 

and automated decision-making processes is made possible by 

the integration of AI capabilities into DBMS. A wide number 

of applications, such as fraud detection, individualized 

marketing, and predictive maintenance, have been made 

possible because of this connectivity. AI and DBMS are 

positioned to play a crucial role in determining the future of 

contemporary applications as they develop and progressively 

integrate. 
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