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Abstract— Increasing size and complexity of information

about different products offered through digital media has made 

it essential to target the effective and efficient techniques of data 

management and categorization. Text data has gradually been 

replaced by image or visual data due to increasing importance of 

image capturing devices and social media. Images have been used 

as one of the foremost linkages between the brand and the 

consumer in digital marketing domain. Classification has been 

considered as a vital component of machine learning necessary 

for data identification which can be initiated before retrieval to 

restrict the search within the class of interest. The authors have 

proposed a novel technique for feature extraction for content 

based image classification. Analyses of customer satisfaction 

related to content based product identification with images in 

diverse media have also been carried out. The classification 

results with the proposed technique have outperformed the 

existing methods and have shown an increment of 20% in 

precision results. 
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I. INTRODUCTION 

Visual data has strong impact on consumer attention that 

has kindled the buying intention of a consumer [1,2]. Advent 

of globalization has rapidly influenced the customer 

preferences and demands [3,4]. Prospective client support has 

been significantly based on consumer satisfaction [5,6]. 

Consumer satisfaction has lead to strong and positive 

behavioural outcomes connected to sustainable purchase [7]. 
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The revenue of the business process has been adversely 

affected by predominant dissatisfaction of consumers due to 

large amount of irrelevant results generation for a text based 

query . The customers were not getting a perishable searching 

environment. This has led to the popularity of visual data 

which has principally reinstated the text based keyword 

searching both online and offline. The authors have proposed 

a simple but efficient technique of feature extraction from 

image data and have compared the classification result with 

proposed technique of feature extraction to that of the existing 

techniques. Initially, the classification process was carried out 

with three different classifiers followed by ensemble of 

classifiers. The results for classification with the novel method 

have outclassed the prevailing techniques and have 

significantly enhanced the classification accuracy. 

II. RELATED WORK

Accessibility of online and offline computer based diverse 

information for products and services has drastically 

stimulated the customer interactions [19, 20]. Traditional 

means to locate the product of interest by the customers has 

been based on text queries. However, the method has huge 

amount of irrelevant results as output. One of the driving 

factors for inappropriate output has been due to reprehensible 

selection of keywords as query. Recent approaches of 

searching has emphasized upon the content of the searched 

object rather than its name as a keyword [21, 22]. The content 

based searching process has been facilitated by the product 



image which can provide the necessary knowledge for the 

required product based on its visual contents and has been 

anticipated to filter out the unwanted results with higher 

probability. The content based process of image classification 

has been carried out by interacting with image data in terms of 

features which has evidently described the intrinsic image 

property. Binarization process of differentiating the image 

foreground from its background has proven efficiency to 

facilitate image feature extraction. Images have been affected 

by varied illumination and incoherent gray levels which can 

adversely influence the binarization process. Hence, the 

process of binarization depends on selection of appropriate 

thresholds which may be global threshold [16], local threshold 

[11,15,17] or mean threshold [8,9,18] for different image 

qualities. The process of mean threshold selection has the least 

computation overhead and faster execution compared to the 

other two techniques. The irregular illumination of stained 

images was dealt resourcefully during feature extraction by 

considering measures of dispersion like standard deviation and 

variance for threshold selection to binarize the images for 

feature extraction by Thepade et. al, 2014 [10], Ramírez-

Ortegón, M.A. and Rojas R., [12], Liu.C [13] and Shaikh [14]. 

The authors have proposed a novel technique of feature 

extraction by binarization with mean threshold. The technique 

has considered the contribution of mean and standard 

deviation for calculation of feature vectors and has improved 

the classification performance with small feature vector size. 

III. RESEARCH CONDUCTION

The authors have focused on connecting the marketing 

research domain to technology improvement for a novel 

feature extraction technique for content based object 

classification. It has created a new platform of client 

satisfaction with augmented accuracy in online shopping and 

digital marketing. The authors have presented a method in 

algorithmic form aimed at feature extraction for image data 

classification for enhancing consumer satisfaction related to 

product recognition. Initially, the statistical analyses have been 

done to check the consumer satisfaction level connected to 

product image classification. Image or visual data has been 

commonly used for current digital platform to locate the 

product of choice. Classification of image as a precursor of 

retrieval can reduce irrelevant result generation by restricting 

the search within the category of interest. An empirical set of 

237 sample responses has been collected through e-mail. The 

sampling was completed using a list-based sampling frame 

[23, 24]. The Likelihood Ratios, Chi-Square Tests (Phi, 

Cramer’s V tests) had been used to determine the relationship 

between the consumer dissatisfaction in product identification 

in digital media pertaining to dissimilar outcomes, large 

number of options, inaccuracy & inefficiency. IBM SPSS 

(version 20) has being used for statistical testing and analysis. 

The authors have proposed a novel method of feature 

extraction to facilitate image classification which can act as an 

antecedent for retrieval to enhance consumer satisfaction with 

product recognition at different media. 

IV. HYPOTHESIS TESTING

Satisfaction is considered as one of the most important key 

components of business success through proper consumer 

acquisition and management. In this respect consumer opinion 

analysis is important to determine the factor that could create 

dissatisfaction in consumer. The authors have primarily 

identified and tested the contributions of the several 

components relating to consumer dissatisfaction in connection 

with product identification. The factors which had been 

considered are time complexity, dissimilar outcomes, large 

number of options inaccuracy and inefficacy. Some specified 

hypothesis have been formulated and tested to support the 

current research agenda. The authors have proposed a novel 

technique for feature extraction for image classification which 

can be used as a precursor of retrieval to increase consumer 

satisfaction in product recognition at digital marketing 

platform. 

Hypothesis 1: Consumer dissatisfaction in product retrieval 

at in different Media has been associated with time taken in 

searching process, dissimilar outcome , large number of 

options as output and inaccuracy & inefficacy. 

Analysis in Table- 1 has shown significant association in 

between Consumer dissatisfaction in product retrieval in 

different medias and time complexity (Likelihood 

Ratio=59.686; Phi=0.672; Cramer's V=0.388and p<0.01). In 

the same way dissimilar outcome with searching key word 

(Likelihood Ratio=61.379; Phi=0.497; Cramer's V= 0.249 and 

p<0.01) and inaccuracy & inefficacy (Likelihood 

Ratio=120.065; Phi=0.712; Cramer's V= 0.411and p<0.01) 

have significant association with Consumer dissatisfaction in 

product retrieval in different medias. But the large number of 

appropriate options as output (Likelihood Ratio=5.55; 

Phi=0.142; Cramer's V= 0.100and p> 0.05) have not adversely 

concerned the consumer dissatisfaction in product 

identification in different medias. 

 



understood as the key factor which has caused consumer 

dissatisfaction in product identification from different media. 

From From the aforesaid statistical calculation it can be 

observed that consumers as well as client dissatisfaction in 

product identification in different medias was caused by time 

complexity, dissimilar and irrelevant outcomes and inaccuracy 

Chi-Square Tests 

Raw variable → Consumer dissatisfaction in product classification in different medias 

Likelihood 

Column variables ↓ Ratio Sig. (2-sided) Phi Cramer's V 

Time taken in searching process 59.686 .000 0.672 0.388 

Dissimilar outcome   with searching 

key word 61.379 .000 0.497 0.249 

Large number of options as output 5.55 0.781 0.142 0.100 

Inaccuracy & inefficacy 120.065 .000 0.712 0.411 

Number of sample 237 

Table1. Chi-Square Test for Consumer dissatisfaction analysis 

Table 

Kendall’s tau: non-parametric correlation coefficient Consumer  dissatisfaction  in  product 

classification in different medias 

Time taken in searching process Correlation Coefficient .298** 

Sig. (2-tailed) .000 

Dissimilar   outcome with 

searching key word Correlation Coefficient .345** 

Sig. (2-tailed) .000 

Large  number  of  options  as 

output Correlation Coefficient -0.004 

Sig. (2-tailed) 0.664 

Inaccuracy & inefficacy Correlation Coefficient .530** 

Sig. (2-tailed) .000 

**. Correlation is significant at the 0.01 level (2-tailed); Number of sample 237 

Table2. Nonparametric Correlation Test for Consumer Dissatisfaction Analysis 

From the above results shown in Table 2, it was observed that 

consumer dissatisfaction in product identification in different 

media was having a strong association with the time taken in 

searching process and dissimilar outcome for searching by 

keywords. On the other hand the consumer dissatisfaction in 

product retrieval was not associated with large number of 

appropriate options as output. Inaccuracy & inefficacy can be 

and inefficacy. The proposed method has stimulated optimized 

outcome for product recognition by implementing a novel 

feature selection method for object recognition and has 

amalgamated the concept in the field of marketing related to 

online or offline product recognition. The aforesaid statistical 

calculation has revealed that consumers as well as client 

dissatisfaction in product identification in different medias 



was caused by time complexity, dissimilar and irrelevant 

outcomes and inaccuracy & inefficacy. The proposed method 

has stimulated optimized outcome for product recognition by 

implementing a novel feature selection method for object 

recognition and has amalgamated the concept in the field of 

marketing related to online or offline product recognition. 

Hypothesis 2: Visual data based query and text data based 

query in computer based digital media platform have similar 

impact on consumer satisfaction connecting to product 

recognition. 

From the above results shown in Table 4, it was observed 
that consumer satisfaction and Visual data based query related 
to product recognition in diversified product categories in 
computer based digital media platforms are significantly 
correlated. 

On the other hand it was detected that insignificant 

correlation lies in between consumer satisfaction and Text 

data based query related to product recognition in diversified 

product categories in computer based digital media platforms. 

Chi-Square Tests 

Raw variable → Consumer satisfaction related to product recognition in diversified product categories in 
computer based digital media platforms 

Likelihood 

Column variables ↓ Ratio Sig. (2-sided) Phi Cramer's V 

Visual data based query 449.854 .000 2.00 1.00 

Text data based query 13.711 .090 0.241 0.170 

Number of sample 237 

Table3. Chi-Square Test for Consumer Satisfaction Analysis 

Consumer  satisfaction  related  to  product 

Kendall’s tau: non-parametric correlation coefficient recognition in diversified product categories  in 

computer based digital media platforms 

Correlation 

Visual data based query Coefficient .993** 

Sig. (2-tailed) .000 

Correlation 

Text data based query Coefficient .009 

Sig. (2-tailed) .877 

**. Correlation is significant at the 0.01 level (2-tailed); Number of sample 237 

Table4. Nonparametric Correlation Test for Consumer Dissatisfaction Analysis 

V. PROPOSED TCHNIQUE 

Analysis in Table-3 has shown significant association 
among consumer satisfaction and Visual data based query 
(Likelihood Ratio=449.854; Phi=2.00; Cramer's V=1.00 and 
p<0.01) .Related to product recognition in diversified product 
categories in computer based digital media platform with text 
data based query is not having significant relationship 
(Likelihood Ratio=13.711; Phi=0.241; Cramer's V= 0.170 and 
p> 0.05) . From the analysis it was observed that visual data 
based query is having better association with consumer 
satisfaction related to product recognition compare to Text 
data based query. 

The proposed technique of feature extraction was initiated 
with the extraction of Red (R), Green (G) and Blue (B) color 
components from the images. Individual mean threshold 

values were calculated for each of the color component as 
shown in equation 1. 

m n (1) 
Tavx = (1 / m * n) * ∑ ∑ x(i, j) 

i=1 j=1 

x= R, G and B respectively for each of the 

corresponding color component considered 

 



iff ...x(i, j) < Tavx

Threshold selection process was followed by calculation of 

binary bitmaps as shown in equation 2. The process of bitmap 
selection has assigned a value 1 to the pixel values higher than 
or equal to the threshold and has allocated a value 0 in case the 
pixel value is lesser than the threshold. 

1,iff ...x(i, j) >= Tavx

BitMapx = 

0
(2) 

Two feature vectors namely the higher intensity feature 
vector and the lower intensity feature vector was computed 
from the pixel values assigned with 1 and 0 respectively for 
each color component. The process of determining the feature 
vector has been given in equation 3 and 8 where the mean and 

the standard deviation of each of the clusters of pixels were 

Fig. 1 Sample Wang Dataset
calculated to 

derive the final signature from the images. 

xhi
mean 

= mean∑ ∑ (x(i, j)) > Tav
x 

i  j 

xhi
stdev 

= σ ∑ ∑ (x(i, j)) > Tav
x 

i  j 

xhi 
F.V . 

= xhimean + (xhi
mean 

+ xhi
stdev 

) 

xlomean = mean∑ ∑ ( x(i, j)) < Tav x
i j 

xlo
stdev 

= σ ∑ ∑ (x(i, j)) < Tav
x 

i  j 

xlo 

F.V . 

= xlomean + (xlo + xlo )
mean stdev 

The process of 10 fold cross validation was carried out in 

which 9 subsets were considered as training set and 1 subset 

(3) was considered as the testing set. The final results were 

asserted averaging the results of the 10 iterations for 10 fold 

cross validation 

Three different classifiers namely K Nearest Neighbor (KNN), 

Support Vector Machine (SVM) and Artificial Neural 

(4) Network (ANN) were used for evaluation purpose. KNN has
considered similarity functions of two different instances for 
classification results. SVM has conducted the learning process 
of Self Organizing Map (SOM) for classification and has 
presumed that only nearby nodes has affected the behavior of

(5)
each other. Finally, ANN was implemented with a feed 
forward architecture known as multi layer perceptron (MLP). 
Individual performance of the classifiers with proposed feature 
extraction technique was measured by the evaluation metrics 
called Precision and Recall. Further, the classifiers were 
ensemble by means of maximum probability and the precision

(6) and recall values were calculated for classification with the 
proposed method of feature extraction. The comparative 
evaluation for precision and recall with individual classifiers 
and the ensemble of classifiers has been illustrated in Table 5 
and 6 and in Fig. 3

(7) 

(8) 

Where, x represents R, G and B for individual components 

and Tx is the threshold value for each pixel. 

VI. EXPERIMENTAL VERIFICATION

A widely used public dataset namely the Wang dataset [18] 

was considered for the assessment purpose as shown in Fig 1. 

 



Categories KNN SVM ANN Ensemble

Tribals 85.2 78 80.2 83.3 

Sea Beach 81.9 76.5 82.5 84 

Gothic 60.4 63.4 73.9 73.9 

Structure 

Bus 59.3 67.3 70.9 70.1 

Dinosaur 100 100 97.1 98 

Elephant 68.9 73.2 81.2 80.7 

Roses 94.2 85.7 93.9 93.9 

Horses 93.8 98.9 94.9 95.9 

Mountains 77.2 82.7 95.7 96.7 

Food 63.7 70.9 93.7 91.8 

Average 78.5 79.7 86.4 86.8 

Table5. Comparison of Precision 

Categories KNN SVM ANN Ensemble 

Tribals 52 64 81 80 

Sea Beach 68 75 80 79 

Gothic 55 52 65 65 

Structure 

Bus 73 72 78 82 

Dinosaur 100 100 100 100 

Elephant 91 93 95 96 

Roses 81 90 93 93 

Horses 91 90 93 94 

Mountains 71 81 88 87 

Food 86 78 89 89 

Average 76.8 79.5 86.2 86.5 

Table6. Comparison of Recall 

Comparison of Precision and Recall for Classification with 

Proposed Feature Extraction Technique for different 

classifier environments 

88 

86 

84 

e

82 

80 

78 

76 

74 

72 

70 
Precision Recall 

KNN 78.5 76.8 

SVM 79.7 79.5 

ANN 86.4 86.2 

Ensemble 86.8 86.5 

Fig. 2 Comparison of Precision and Recall 

Henceforth, the results of classification with the proposed 

feature extraction technique were compared to the state-of-the 

art techniques. 

The illustration in Fig. 2 has clearly revealed the supremacy of 

proposed technique of feature vector extraction for 

classification performances with respect to the existing 

techniques. Moreover, it was observed from the results in 

Table 5 and 6 that the classification performances of the 

proposed feature extraction technique with individual 

classifiers were also higher than state of the art techniques as 

illustrated in Fig. 3. Hence, it was inferred that the proposed 

method of feature extraction has manifested better 

classification results than the previous techniques. 



Comparison of Precision and Recall for Classification 

with Proposed Feature Extraction Technique to 

Existing Techniques 
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Proposed 86.8 86.5

Feature extraction from Image

Bit Planes with mean threshold 65.1 64.8

selection (Kekre et. al [19])

Feature extraction from Even +

Odd Image using Mean 64.7 64.9

threshold (Thepade et. al [8])

Feature Extraction by

Binarization with Bernsen's
64.2 64Local Threshold Technique (

Yang and Zhang [11])

Feature Extraction by

Binarization with Sauvola's
63 63.3Local Threshold Technique

(Hamza et. al [17] )

Feature extraction by Ternary

threshold selection (Thepade 62.9 62.4

et. al [9])

Feature Extraction by

Binarization with Niblack's
56.7 56.8Local Threshold Technique (

Valizadeh et. al [15])

Feature Extraction by

Binarization with Otsu's Global
52.8 51.9Threshold Technique (Lins et.

al [16])

Fig. 3 Comparison of Precision 

VII. CONCLUSION

Increasing importance of visual data analytics has made 
the process of image recognition imperative. Efficient feature 
extraction has been considered as the crucial factor to define 
the success rate for image data identification. The authors 
have proposed a novel technique of feature extraction in this 
paper to boost up the process of image classification for 
enhance customer satisfaction in digital marketing. The 
method has shown higher efficiency in classification 
compared to the prevailing methods of feature extraction and 
has contributed significantly to the analysis of image data 
necessary for enhance customer satisfaction in content based 
product searching for digital marketing platform. The work 
can be extended towards image data analysis in all the 

noteworthy fields like pattern recognition, content based 

image retrieval, security, media and journalism etc. 
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